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Abstract:

The rapid integration of artificial intelligence into oil and gas exploration and development
offers transformative opportunities within the context of the global energy transition. This
article highlights the key advancements and challenges in artificial intelligence applications.
Machine learning algorithms enable data-driven shale sweet spot prediction, overcoming
the limitations of traditional methods by capturing complex controlling factors. Intelligent
core image analysis, leveraging computer vision and foundation models, enables automatic
mineral identification, pore analysis, and rock structure characterization, thereby providing
a comprehensive framework for microscopic reservoir appraisal. Physics-informed neural
networks address the limitations of purely data-driven reservoir simulation by embed-
ding governing seepage equations into their loss functions, thereby ensuring physical
consistency and improved generalization. Multimodal architectures significantly enhance
unconventional shale gas production prediction by integrating geological heterogeneity with
dynamic production behavior, leading to more accurate and stable forecasts. Collectively,
these Al-driven approaches underscore the importance of combining domain expertise,
multi-source data, and physics-aware modeling to achieve efficient and intelligent oil and
gas development.

1. Introduction

spot prediction for shale gas resources, intelligent rock image

Amid the ongoing global energy transition and intelligent
development, artificial intelligence (AI) technology is integrat-
ing deeply into various aspects of oil and gas exploration
and development at an unprecedented pace. This integration
is bringing revolutionary opportunities to enhance geological
prediction accuracy, development efficiency, and operational
decision-making. Al-driven approaches are increasingly em-
ployed to address complex subsurface challenges and optimize
hydrocarbon recovery. This article highlights key advances in
Al applications within the sector, such as data-driven sweet

analysis using advanced image processing techniques, and
data-physics hybrid modeling for smart reservoir simulation.
Furthermore, the application of multimodal AI for produc-
tion forecasting and management in unconventional shale gas
reservoirs is discussed. Each technological innovation not
only enhances interpretation accuracy and reduces human
bias but also promotes sustainable extraction practices. These
developments signify a shift toward digitalized and intelligent
oilfield operations, forming a new paradigm for future energy
systems.
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Fig. 1. (a) Schematic of multi-disciplinary geological-engineering data-driven shale sweet spot prediction (Hui et al., 2021)
and (b) schematic of intelligent rock image analysis technology based on FalconCore intelligent image processing (Ren et

al., 2025).

2. Applications
2.1 Sweet spot prediction

Multiple factors govern the productivity of shale reservoir
horizontal wells, where large-scale datasets often display com-
plex and non-linear patterns (Mustafa et al., 2022). Conven-
tional analytical methods are prone to subjectivity and inherent
limitations, frequently resulting in ambiguous identification
of dominant controlling factors and unreliable productivity
forecasts (Liu et al., 2021). In contrast, machine learning (ML)
algorithms serve as powerful tools for extracting insights from
high-dimensional data, enabling the detection of non-obvious
relationships among variables and facilitating the identification
of critical parameters that define shale gas sweet spots (Hui
et al., 2023).

As an illustrative case, the intelligent productivity predic-
tion study for the Duvernay Shale gas reservoir in the Western
Canadian Sedimentary Basin employed an integrated workflow
comprising: comprehensive characterization of geological and
engineering parameters, application of multiple ML methods
to train input-output relationships, comparative evaluation of
predictive models under varying input combinations, and op-
timization of key parameters for production forecasting (Fig.
1(a)). The workflow begins with a systematic evaluation of key
reservoir properties to establish a robust data foundation. Mul-
tiple ML methods, including artificial neural network (ANN),
XGBoost, etc., are then employed to model input-output
relationships, with comparative performance analysis guiding
the selection of the optimal predictive algorithm. Subsequent
parameter contribution analysis refines input variables to en-
hance model efficiency and interpretability. It culminates in

three operational applications: a sweet spot prediction module
leveraging critical geological parameters, a drilling location
guidance module for optimized horizontal well placement, and
a fracturing parameter optimization module that employs in-
verse modeling to maximize production (Hui et al., 2021). This
structured approach offers a reliable data-driven foundation for
intelligent and efficient shale gas development.

2.2 Intelligent reservoir evaluation

Core analysis is a fundamental technique for microscopic
reservoir evaluation, typically involving visual inspection,
image analysis, and laboratory testing, among which image
analysis has found the widest application (Chen et al., 2025).
Recent advances in Al, including computer vision, deep learn-
ing, and large foundation models, have significantly advanced
the capabilities of intelligent core image interpretation (Liu
et al., 2024; Qu et al., 2024). Building on this progress, the
FalconCore intelligent analysis technology has been devel-
oped, utilizing multispectral thin-section images and supported
by the CoreSAM segmentation foundation model (Fig. 1(b)),
providing a versatile and high-precision framework for micro-
scopic reservoir characterization.

The system performs three primary functions: it first en-
ables automated mineral identification and quantitative analy-
sis across diverse lithologies and regions, leveraging the gen-
eralization capability of CoreSAM. Next, it facilitates precise
extraction of pore geometric parameters (e.g., such as aspect
ratio and tortuosity) as well as characterization of their spatial
distribution. Finally, through the integration of multispectral
thin-section images, it reconstructs spatial relationships among
grains, matrix, and pores to reveal key microstructural features
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Fig. 2. (a) Schematic of PINNs architecture and loss function composition (Bi et al., 2024) and (b) schematic of multimodal-

based shale gas production prediction (Wang et al., 2025a).

(Ren et al., 2025).

This integrated approach establishes a triaxial evaluation
framework covering mineral composition, pore system prop-
erties, and microstructure configuration. The methodology has
been extended to applications such as automated cuttings
classification and Al-assisted fossil identification, thereby pro-
viding a robust microscopic data foundation for enhanced
hydrocarbon recovery and development precision.

2.3 Intelligent reservoir simulation

In recent years, deep learning-based surrogate models for
reservoir simulation have gained increasing research attention
and practical adoption (Kim et al., 2025). However, purely
data-driven surrogate models often fail to incorporate oil and
gas seepage theory, making them highly data-dependent and
unable to consistently ensure physical fidelity in their pre-
dictions (Nande and Patwardhan , 2024; Zhang et al., 2025).
This limitation stems largely from the inherent low-frequency
bias of neural networks, which hinders accurate representation
of fine-scale phenomena such as pressure funnel effects and
waterflood front propagation.

Physics-informed neural networks (PINNs) offer a dual-
driven approach that integrates governing differential equa-
tions of reservoir seepage into the neural network’s loss
function (Raissi et al., 2019). This allows the model to con-
form simultaneously to observed data and underlying physical
principles during training. As shown in (Fig. 2(a)), the network
architecture adopts a multi-level feature extraction mechanism,
sequentially performing local feature capture through convo-
lutional layers, feature dimensionality reduction via pooling
layers, and global information integration with fully con-
nected layers, ultimately outputting prediction results that

comply with physical laws. Notably, by constructing a multi-
objective loss function containing both data fitting terms and
physical constraint terms, the model simultaneously achieves
observational data feature learning and strict adherence to
physical conservation laws during parameter optimization, this
embodies the principle of collaborative optimization between
deep learning and mechanistic models. Consequently, PINNs
not only enhance the physical plausibility of predictions but
also improve generalization performance beyond the training
data (Bi et al., 2024), addressing key weaknesses of purely
data-driven surrogates.

Furthermore, the hybrid PINN framework supports broader
engineering applications. When combined with Monte Carlo
algorithms, it enables quantification of uncertainty in produc-
tion forecasts; when integrated with data assimilation tech-
niques, it facilitates automated history matching and reservoir
parameter inversion; and when coupled with heuristic opti-
mization methods, it enhances the efficiency of development
strategy optimization.

2.4 Multimodal production prediction

Multimodal Al architectures have shown superior accuracy
and stability in predicting production from unconventional
shale gas reservoirs compared to traditional single-source
models, which often fail to adequately capture geological
heterogeneity and dynamic production behavior (Mohammadi
et al., 2025; Wang et al., 2025a). By integrating diverse data
modalities, such as structured engineering parameters, 2D/3D
geological property maps, and production time-series data,
the proposed model achieves a more comprehensive feature
representation and significantly improves the identification
of underlying production mechanisms (Wang et al., 2025b).
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Throughout the model development process, domain-specific
engineering knowledge was incorporated to guide the rep-
resentation of different modalities and to select appropriate
processing algorithms. This integration enhances the physical
consistency and interpretability of the model, increasing its
reliability and practical value in real-world reservoir devel-
opment applications (Wang et al., 2025a) (Fig. 2(b)). The
architecture comprises three core modules: 3D-convolutional
neural network (CNN)-transformer, as spatial module, pro-
cesses geological spatial features, ANN (tabular module)
handles structured parameters, with their outputs merging
at the “Fusion” node before entering the central “Encoder”
for feature extraction. Long short-term memory as temporal
module, captures dynamic temporal patterns across sequential
time steps. During development, domain-specific engineering
knowledge was incorporated to guide modality representation
and module selection, reinforcing the model’s physical consis-
tency and interpretability, thereby boosting its credibility and
practical utility in reservoir development scenarios.

These findings underscore that future advances in Al
applications within petroleum engineering will rely on the
deep integration of engineering expertise with multi-source
data. Such an approach is essential for developing intelligent
systems that support operational decision-making and enable
efficient interpretation and precise development of complex
subsurface resources.

3. Challenges

Currently, data-driven ML methods are increasingly in-
tegrating multi-source data, such as seismic, logging, core,
and dynamic production data, to enhance the accuracy of
reservoir characterization and prediction. In parallel, these
methods are evolving from purely data-driven approaches
toward multi-modal and physics-constrained ML frameworks.
A key future direction lies the comprehensive incorporation
of multi-scale core images and experimental core analysis
data to achieve holistic, precise, and quantitative reservoir
evaluation in terms of mineral composition, pore systems, and
microstructural attributes. The adoption of multimodal large
models is expected to enable integrated interpretation of core,
log, and seismic data, thereby extending the application of
core-based insights to reservoir assessment, flow simulation,
hydraulic fracturing design, and related engineering tasks.
More importantly, multimodal large-model technology based
on transformer architectures is breaking scale barriers between
core, logging, and seismic data through cross-modal atten-
tion mechanisms. In this way, microscopic core features can
directly constrain macroscopic physical inversion processes,
allowing pore—permeability parameters obtained at the lab-
oratory scale to inform reservoir numerical simulations and
hydraulic fracturing optimization. While current challenges are
often broadly acknowledged, a deeper analysis of their root
causes is essential. The computational difficulty of embedding
complex multiphase flow and seepage equations into neural
networks arises not only from high dimensionality but also
from the inherently stiff and nonlinear nature of the governing
partial differential equations. These equations demand highly
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stable numerical schemes that often conflict with the gradient-
based optimization used in ML. Similarly, the challenge
in balancing data-fit and physics-based losses arises from
a deeper methodological gap: the absence of a principled
framework to reconcile statistical deviations with mechanistic
constraints, especially under sparse or noisy data conditions.
This frequently leads to adversarial learning dynamics where
improving physical consistency may compromise predictive
accuracy, and vice versa. Moreover, in highly heterogeneous
reservoirs, the intrinsic multiscale nature of flow and trans-
port phenomena further complicates the faithful encoding of
physical laws into scalable loss functions.

Looking ahead, multimodal ML offers promising pathways
for modeling complex subsurface systems by fusing diverse
data types. A key challenge, however, lies in the effective
and systematic incorporation of domain knowledge into both
model architecture and validation processes to ensure physical
plausibility and practical relevance across diverse field appli-
cations.

4. Conclusions

The integration of Al technologies into oil and gas explo-
ration and development is reshaping the industry by addressing
key challenges and unlocking new opportunities. Advance-
ments ranging from data-driven sweet-spot prediction, intel-
ligent reservoir evaluation, and intelligent reservoir simulation
to multimodal production forecasting demonstrate AI’s ability
to handle complex, multi-source data and improve decision-
making efficiency. These developments collectively highlight
that the future of Al in petroleum engineering lies in the
deep integration of domain expertise and diverse data sources,
which ultimately supports more efficient and sustainable oil
and gas resource development within the context of the global
energy transition.
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